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User

ChatGPT

User

ChatGPT

help me write a short note to introduce myself to my neighbor

Hi there,

My name is [Your Name] and | just moved in next door. | wanted to reach out and introduce
myself. Fm looking forward to getting to know you and the neighborhood. If you ever need
anything or just want to chat, please don’t hesitate to stop by or give me a call.

Best,

[Your Name]

can you make it more formal?

Dear Neighbor,
| am writing to introduce myself. My name is [Your Name] and | have recently moved in next
door. | wanted to take a moment to reach out and say hello. | am looking forward to getting to

know you and the neighborhood.

If there is anything | can do to be a good neighbor, or if you ever need anything, please do
not hesitate to let me know. | am happy to help in any way that | can.

https://openai.com/blog/chatgpt

An astronaut riding a horse in photorealistic style.

https://openai.com/product/dall-e-2
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e Zero-Shot (Prompting) & Few-shot (In-context Learning)

Zero-shot Few-shot

The model predicts the answer given only a natural language In addition to the task description, the model sees a few

description of the task. No gradient updates are performed. examples of the task. No gradient updates are performed.
Translate English to French: task description Translate English to French: task description
cheese => prompt sea otter => loutre de mer examples

peppermint => menthe poivrée
plush girafe => girafe peluche

cheese => prompt

Language Models are Few-Shot Learners
https://arxiv.org/abs/2005.14165
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A Taxonomy of Prompting Methods

By Graham Neubig (10/15/2022)
See CMU ANLP Prompting Lecture, A Unified View of Parameter-Efficient Transfer Learning

[ natural language prompts (e.g. GPT-2) ]‘ Interpretable

“prompt engineering is

discrete prompts (e.g. AutoPrompt) another way of tuning the

continuous prompts (e.g. Prompt Tuning) - model's parameters, and
- / Wi human interpretable!”
\ multi-layer continuous prompts (Prefix Tuning)/ Interpretable

k parameter-efficient training (e.g. Adapters)

K all training methods /

GPT-2: https://openai.com/blog/better-language-models/
AutoPrompt: https://arxiv.org/abs/2010.15980  Prefix Tuning: https://arxiv.org/abs/2101.00190
Prompt Tuning: https://arxiv.org/abs/2104.08691 Adapters: https://arxiv.org/abs/2010.15980

https://twitter.com/gneubig/status/1581976078519742464
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FERNLEDMN?

o KHEREFBETIDEANZEICIT KRET -2 TROEEZV LI b TRITLHE
B %175 — Zero-shot, Few-shotMRE NN FEIRT 5 (*1).

— (*1) Language Models are Unsupervised Multitask Learners [URL]
p(CE) | | p(sn |Sl yrety an,—l) Language Models are Few-Shot Learners [URL]

> GEHRRITLHOMN?
o Zero-shot : EREMIZZITANOND.
m (KEET—A2HoEBELQERZZEEL. KRRZAELLTLHIDESS)
o Few-shot : ERBYICITEEME LAVF=L).
B BFRERICEDOH (2) : "SHBEOL S ICEEREIBRELIF OGS, FHE =Tn T )

Dkt CEZE) OFIREIFHMBEERT IBEDEMSITIHA OGNS ENLEHRHATES”
Twitter]H 5 35| F.

(*2) A Theory of Emergent In-Context Learning as Implicit Structure Induction [URL]


https://twitter.com/hillbig/status/1637203888779722752
https://arxiv.org/abs/2303.07971
https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
https://arxiv.org/abs/2005.14165
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Step1

Collect demonstration data,
and train a supervised policy.

A promptis
sampled from our
prompt dataset.

A labeler
demonstrates the
desired output
behavior.

This data is used
to fine-tune GPT-3
with supervised
learning.

Explain the moon
landing to a & year old

|
Y

)

Z

Some people went
to the moon...

Step 2

Collect comparison data,
and train a reward model.

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Explain the moon
landing to a & year old

Step 3

Optimize a policy against
the reward model using
reinforcement learning.

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

™

Write a story
about frogs

ETILDEREEICZT, ABDERERIZESI L>Fa—=27.

<

Zero-shot, Few-shot®
BE WD =,

Training language models to follow
— instruction with human feedback
https://arxiv.org/abs/2203.02155
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o FZEZMiEFH (Chain-of-Thought: CoT) @Few-shot

Al

Standard Prompting Chain-of-Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11. A
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples

) do they have?
\. J

A: The answer is 27. x AZ

answer is 9. \/

Chain-of-Thought Prompting Elicits Reasoning in Large Language Models
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o FHZEMESH (Chain-of-Thought: CoT) @Zero-shot

[1st prompt]
Reasoning Extraction

Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 minutes. How
many punches did he throw?

A: Let's think step by step.

& >
LLM !
& ’
1
!
In one minute, Joe throws 25 punches. /

In three minutes, Joe throws 3 * 25 = 75 punches.
In five rounds, Joe throws 5 * 75 = 375 punches.

[2nd prompt]
Answer Extraction

/"Q: On average Joe throws 25 punches per
minute. A fight lasts 5 rounds of 3 -~ -
A: Let's think step by step.

\

In one minute, Joe throws 25 punches. - -

“In five
rounds, Joe throws 5 * 75 = 375 punches. .

Uherefore, the answer (arabic numerals) is

A

<

LLM

¥

| 375.

Large Language Models are Zero-Shot Reasoners
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Greedy decode

This means she uses 3 + 4 = T eggs every day.
She sells the remainder for $2 per egg, so in
total she sells 7 * $2 = $14 per day.

Al

Chain-of-thought

Language
prompting

model

Self-consistency

The answer is $14.

The answer is $14. J

Sample a diverse set of
reasoning paths

Marginalize out reasoning paths
to aggregate final answers

Q: If there are 3 cars in the parking She has 16 - 3 - 4 = 9 eggs \
lot and 2 more cars arrive, how many | left. So she makes $2*9 = | The answer is $18.

cars are in the parking lot? $18 per day. I ) \
A: There are 3 cars in the parking lot I < \
already. 2 more arrive. Now there are This means she she sells the \

3+ 2 =>5cars. The answer is 5.
She eats three for breakfast every
morning and bakes muffins for her

the remainder for $2 per egg. How
much does she make every day?

Q;

Q: Janet's ducks lay 16 eggs per day.

friends every day with four. She sells

/

Language
model

remainder for $2 * (16 - 4 - 3)
= $26 per day.

: The answer is $26.

] / The answer is $18.

She eats 3 for breakfast, so
she has 16 - 3 = 13 left. Then
she bakes muffins, so she
has 13 - 4 = 9 eggs left. So
she has 9 eggs * $2 = $18.

I N

[
| The answer is $18.

SELF-CONSISTENCY IMPROVES CHAIN OF THOUGHT REASONING IN LANGUAGE MODELS
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Did Brad Peyton need to know about seismology?

Sampling Muitiple Reasoning Chains

Reasoning chain #1

Q: What is Brad Peyton's occupation?

A: Brad Peyton is a film director.

Q: What is seismology?

A: Seismology is the study of earthquakes.

Q: Do film directors need to know about earthquakes?

A: No, film directors do not need to know about earthquakes.

Reasoning chain #2

Q: What did Brad Peyton direct?
A: Brad Peyton is a Canadian film director.

Q: What is San Andreas about?
A: San Andreas is a film directed by Brad Peyton, about a
massive earthquake caused by the San Andreas Fault.

Reasoning chain #3

Q: What is Brad Peyton's occupation?

A: Brad Peyton is a film director, writer, and producer.

Q: What do film directors have to know?

A: Film directors have to know a lot of things.

Q: Is seismology one of the things that Brad Peyton has to
know?

A: No.

Multi-Chain Reasoning (MCR) @

Answer: Brad Peyton is a film director, writer, and
producer. Seismology is the study of earthquakes. San
Andreas is a film directed by Brad Peyton, about a
massive earthquake caused by the San Andreas Fault.

So the final answer is: Yes. .

=

=151 5

=P Answer#1:No. ====

X

=P Answer#2: Yes. ===

Answer #1: No.
Answer #2: Yes.
Answer #3: No.

Majority answer: No.

X

Al

Answering Questions by Meta-Reasoning over Multiple Chains of Thought
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e Program of Thought (PoT) :

Al

—

EEFINTOSSLEEL.

Question: In Fibonacci sequence, it follows the rule that each number is equal to the sum of the preceding two numbers.

- A oA

Assuming the first two numbers are 0 and 1, what is the 50th number in Fibonacci sequence?

The first number is 0, the second number is 1, therefore, the
third number is 0+1=1. The fourth number is 1+1=2. The fifth
number is 1+2=3. The sixth number is 2+3=5. The seventh
number is 3+5=8. The eighth number is 5+8=13.

..... (Skip 1000 tokens)

The 50th number is 32,432,268,459.

CoT

| ans = fibonacci_sequence[-1]

' length_of_fibonacci_sequence = 50

. fibonacci_sequence = np.zeros(length_of )

' [fibonacci_sequence[0] =

- fibonacci_sequence[1] = 1

' |[For i in range(3, length_of_fibonacci_sequence):

fibonacci_sequencel[i] = fibonacci_sequenceli-1] +
fibonacci_sequenceli-2]

PoT

L
X

32,432,268,459

# python

12,586,269,025 I

Program of Thoughts Prompting: Disentangling Computation from Reasoning for Numerical Reasoning Tasks




Al

RBRBREZBETIVICE T 5EH15
o MBENMAOSMEALLAD BRRLAND) "BEOEH E175.

Question: In what year was the current tallest wooden lattice tower
completed?

Are follow up questions needed here: Yes.

Follow up: What is the current tallest wooden lattice tower?

lQuery: What is the current tallest wooden lattice tower?

‘Response: Radio Tower Gliwice

Intermediate answer: Radio Tower Gliwice.
Follow up: When was Gliwice Radio Tower completed?

‘Query: When was Gliwice Radio Tower completed?

Search
Engine

‘Response: 1935

MEASURING AND NARROWING THE COMPOSITIONALITY
GAP IN LANGUAGE MODELS

Intermediate answer: 1935.
So the final answer is: 1935.
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Test Case

date :“"' :cor brazil scorers competition
may 11, w 6-0 friedenreich (3) , neco american
1919 (2) , harold championship
may 18 " ; p : american
1919 4 w 3 -1 |heitor , amilcar , millon championship
may 26 , _ american
1919 d 2:-2 |neco (2) championship
may 29, > - . american
1919 w 1 -0 |friedenreich championship
jltgnlegl 4 d 3 -3 |haroldo , arlindo (2) taga roberto cherry

Brazilian football in 1919

How may goals have has Brazillian team player neco scored in
1919 south american championship?

Prompt Chain of Thoughts
Neco has scored 2 goals on may
Language Model 11, and 2 goals on may 26, in total,

Neco has scored 4 goals.
Therefore, the answer is 4.

EIHZEITD.

Large Language Models are few(1)-shot Table Reasoners
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Answer question I.1.a. Think step-by-step.

I. Principe de la détection de rayonnement avec un bolométre

Comume illustré sur la figure 1 un bolométre est constitué d'un absorbeur qui regoit le rayon-
nement que |'on désire détecter. Sa température T', supposée uniforme, est mesurée i 'aide d'un
thermometre incorporé, constitué d'un matériau conducteur dont la résistance B(7') varie avec la

[’ensemble posséde

1dR
RAT

température T': cette variation est caractérisée par le coefficient o =

la capacité thermique Cyy,.

Un barreau, conducteur thermique, homogene, de longueur L, de section S et de conducti-
vité thermique A et sans échanges thermiques latéraunx, relie le bolométre 4 un thermostat de
température T}, fixe.

rayonnement incident  puissance

/ / absorbeur
V'

courant 4o p—
polarisation

= -
I Cin L T

LS\

barreau
conducteur

thermostat

Figure 1 - Schéma d’un bolométre

I.1. Dans cette premidre partie. on étudie le cornportement du holométre en régime station-
naire, a la température de fonctionnement T = Ty

T.1.a) Exprimer la température T'(z) en tout point du harrean conducteur repéré par son
abscisse x; on prendra T(0) = T et T{L) = T,

To answer question I.1.a, we need to express the temperature T'(z) in every point
of the conductive bar, which is characterized by the abscissa x. We are given that
T(0)=T0and T(L) = Tb.

For a stationary regime, the heat equation for the one-dimensional heat
conduction in the bar is:
d*T/dz? =0

Integrating once, we get:

dT /dz = C,

Integrating a second time:
T(I‘) =Chax+Cy

To determine the constants Cy and Cs, we use the boundary conditions:
T'(0) = T0, which gives Co =10
T(L) =Tb, which gives C; = (Th—T0)/L

Finally, the expression for T'(z) is:

T(x) =(Tb—T0)* (x/L)+T0

This represents a linear temperature profile along the conductive bar, with a slope
of (Th—-T0)/L.

GPT-4 Technical Report
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o KX

o AVTIVAMAA+ENKRIZRAELHS. [URL]

LATEST MODEL

gpt-4

gpt-4-0314

gpt-4-32k

gpt-4-32k-08314

DESCRIPTION

More capable than any GPT-3.5 model, able to
do more complex tasks, and optimized for
chat. Will be updated with our latest model
iteration.

Snapshot of gpt-4 from March 14th 2023.
Unlike gpt-4, this model will not receive
updates, and will be deprecated 3 months
after a new version is released.

Same capabilities as the base gpt-4 mode but
with 4x the context length. Will be updated
with our latest model iteration.

Snapshot of gpt-4-37 from March 14th 2023,
Unlike gpt-4-32k, this model will not receive
updates, and will be deprecated 3 months
after a new version is released.

MAX TOKENS

8,192 tokens

8,192 tokens

32,768 tokens

32,768 tokens

TRAINING DATA

Up to Sep 2021

Up to Sep 2021

Up to Sep 2021

Up to Sep 2021


https://platform.openai.com/docs/models/gpt-4

fRF & Al RETE

Scaling Transformer to 1M tokens and beyond with

RMT
o RIUXI:
o RAZRWTHIMAELHEHIBHTLS. [URL]

gsjuatpeib

I 1y I \ ] 1 i
' mem !: segment 1 ! \— ! mem ! segment 2
I 1 1 1

Figure 2: Recurrent memory mechanism. Memory
is passed to Transformer along input sequence embed-
dings, and memory output is passed to the next segment.
During training gradients flow from the current segment
through memory to the previous segment.


https://arxiv.org/abs/2305.01625

fRF & Al RETE

Unlimiformer: Long-Range Transformers with Unlimited Length Input

o RIUxtIG
o RFEEWT BHELHIO TS, [URL]

Datastore of one long input Retrieved
+ + * hidden states
Encoder kNN Search 1\

Decoder Layer

Encode chw T L query
e— Cross attention |

A

Input:  a b c d e f


https://arxiv.org/abs/2305.01625

fRF & Al RETE

LLARGE

LLANGUAGE MODELS ARE

PROMPT ENGINEERS

o ANFHEX

o BWIOYVT MIBERMIZAFTIEILELHS.
o HIMIZEYBWIOVT FE2ETHELHS. [URL]

J Keep the high score candidates

LLM:s as Inference Models )—\

Professor Smith was given the
following instructions: <INSERT>

Here are the Professor’s responses:

# Demostration Start )
Input: prove Output: disprove Proposal
Input: on Output: off

—=>

QDemostration End /
|Optional| High Score
Candidates

LLMs as Resampling Models

Generate a variation of the following :
instruction while keeping the semantic @
meaning. Similar
Candiates

Input: write the antonym of the word. |:>

Output: <COMPLETE>

I oiscard the low score candidates

* Final selected prompt with highest score

LLMs as Scoring Models

Instruction: write the antonym of the
word. <LIKELIHOOD>

Input: direct Output

. Log
@ scoring ﬁ ® Probability l}

write the antonym of the word. -0.26 I

give the antonym of the word provided. -0.28 (

reverse the input. 086 | X

to reverse the order of the letters -1.08 x

write the opposite of the word given. -0.16 *
list antonyms for the given word. -0.39

HUMAN-LEVEL


https://arxiv.org/abs/2211.01910

PR5E & A dE

3

Prediction 1

Prediction 2
PLM

)

Prediction N

i

Figure 2: Training sample permutations for the In-
context Learning setting. The concatenation of training
samples as well as test data transforms the classifica-

o JOVTrDnAREM
o (Zero-shot) 7> 7 L— RIZHUR. [URL] (Appendix A)
o (Few-shot) TEDIEZIZHUE. [URL]
FLAN 137B
Train Trai Train Train
GLaM LaMDA-PT GPT-3175B zero-shot few-shot [ 1 I 2 I 3 I 4 I Test ]

Random Supervised zero- one- zero- few-  zero- few- average bestdev average best dev #

Guess Model shot shot shot shot ] shot shot (k] template template template IemplatelM t Train Train Train Train Test
NLI 3 4 2 I o
ANLIR1 333 574 409 424 39.6 39.0 51 34.6 36.8 501 47.7+14 464 44223 479 6 & .
ANLIR2 333 483" 382 40.0 39.9 37551 35.4 340501 439413 440 41.6+14 411 g = .
ANLIR3 333 435" 409 408 393 40.7 51 34.5 402 s0] 47.0413 485 428122 468 g s Train Train Train Train
CB 333 93.6% 339 73.2 429 34451 464 82.1 371 64.1+147 83.9 82.6+44 82.1 (71 10 4 1 o) 3 Test
MNLI-m 333 922 - - 357437 - - 51.1+62 61.2 60.8+37 63.5 10710
MNLI-mm 333 919 - - 370438 - - 51.0465 624 61.0+£35 63.5 (1010
QNLI 500 969 - - 50.6 5575 - - 59.6+49 664 62.0+17 633 (123 9
RTE 500 925" 688 71.5 73.3 70.851 63.5 729 321 78.3+79 84.1 799460 84.5 3 10
SNLI 333 9130 — — 333 54.7 15 - - 43.0+74 534 623124 656 sy 9
WNLI 50.0 945 - - 563 6483 - - 61.0+106 74.6 554+n0 704 4110
READING COMP. . . .
BoolQ 500 912° 830 828 $1.0 80.011 60.5 77.5 s 802431 829 836:0s 846 @ o  tion task into a sequence generation task.
DROP - 80.5" 54.9 552 3.8 1031y 23.6736.5 200 219400 22.7 223411 239 2 7
MultiRC - 88.1% 45.1 62.0 600 596151 729 748 1321 69.2+32 2.1 11 s

74.513,7 775


https://arxiv.org/pdf/2109.01652.pdf
https://aclanthology.org/2022.acl-long.556.pdf
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o TILFELRT 4D
o GPT4IZE{EL: XEFRERKIZAATAZIEMNTEAS.[URLI

GPT-4 visual input example, Extreme Ironing:

User What is unusual about this image?

Source: https://www.barnorama.com/wp-content/uploads/2016/12/03-Confusing-Pictures. jpg

GPT-4 The unusual thing about this image is that a man is ironing clothes on an ironing
board attached to the roof of a moving taxi.

Table 16. Example prompt demonstrating GPT-4’s visual input capability. The prompt requires image
understanding.


https://arxiv.org/abs/2303.08774
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